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Fig. 1. Hairstyle transfer is accomplished by transferring appearance (fine style attributes) and structure (coarse style attributes) from reference images into a
composite image. In each inset, the appearance, structure, and target masks for a hairstyle image are shown on the left, with the hair shape in magenta. Inset
(a) is a reference image used for the face and background, and (e) is a reconstruction using our novel 𝐹𝑆 latent space. In (b) a reference image is used to
transfer hair structure, but the hair’s appearance is from the original face, and (c) transfers both appearance and structure from a hair reference, in (d) and (f)
both structure and appearance attributes are transferred, (g) and (h) use a hair shape that is different from any of the reference images.

Seamlessly blending features from multiple images is extremely challenging

because of complex relationships in lighting, geometry, and partial occlusion

which cause coupling between different parts of the image. Even though

recent work on GANs enables synthesis of realistic hair or faces, it remains

difficult to combine them into a single, coherent, and plausible image rather

than a disjointed set of image patches. We present a novel solution to image

blending, particularly for the problem of hairstyle transfer, based on GAN-

inversion. We propose a novel latent space for image blending which is

better at preserving detail and encoding spatial information, and propose

a new GAN-embedding algorithm which is able to slightly modify images

to conform to a common segmentation mask. Our novel representation

enables the transfer of the visual properties from multiple reference images
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including specific details such as moles and wrinkles, and because we do

image blending in a latent-space we are able to synthesize images that are

coherent. Our approach avoids blending artifacts present in other approaches

and finds a globally consistent image. Our results demonstrate a significant

improvement over the current state of the art in a user study, with users

preferring our blending solution over 95 percent of the time. Source code

for the new approach is available at https://zpdesu.github.io/Barbershop.
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1 INTRODUCTION
Due to the rapid improvement of generative adversarial networks

(GANs), GAN-based image editing has recently become a widely

used tool in desktop applications for professional and social media

photo editing tools for casual users. Of particular interest are tools
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to edit photographs of human faces. In this paper, we propose new

tools for image editing by mixing elements from multiple example

images in order to make a composite image. Our focus is on the task

of hair editing.

Despite the recent success of face editing based on latent space

manipulation [Abdal et al. 2019, 2020a; Zhu et al. 2020b], most

editing tasks operate on an image by changing global attributes

such as pose, expression, gender, or age. Another approach to image

editing is to select features from reference images and mix them

together to form a single, composite image. Examples of composite

image editing that have seen recent progress are problems of hair-

transfer and face-swapping. These tasks are extremely difficult for

a variety of reasons. Chief among them is the fact that the visual

properties of different parts of an image are not independent of each-

other. The visual qualities of hair, for example, are heavily influenced

by ambient and reflected light as well as transmitted colors from

the underlying face, clothing, and background. The pose of a head

influences the appearance of the nose, eyes and mouth, and the

geometry of a person’s head and shoulders influences shadows and

the geometry of their hair. Other challenges include disocclusion of

the background (see the evaluation section Fig. 8 rows 1, 8 and Fig. 9),

which happens when the hair region shrinks with respect to the

background. Disocclusion of the face region can expose new parts

of the face, such as ears, forehead, or the jawline (e.g. results are

shown in Fig. 8 row 4 which exposes an ear). The shape of the hair

is influenced by pose and also by the camera intrinsic parameters,

and so the pose might have to change to adapt to the hair.

Failure to account for the global consistency of an image will

lead to noticeable artifacts - the different regions of the image will

appear disjointed, even if each part is synthesized with a high level

of realism. In order for the composite image to seem plausible, our

aim is to make a single coherent composite image that balances

the fidelity of each region to the corresponding reference image

while also synthesizing an overall convincing and highly realistic

image. A key insight we present is that mixing images that are each

of high quality, but also where each pixel has the same semantic

meaning, produces new images with fewer undesirable artifacts.

One particular benefit of semantic alignment is that regions of the

image which are disoccluded are filled with semantically correct

image contents. Therefore, we introduce a GAN-based semantic

alignment step which generates high quality images similar to the

input images, but which have a common semantic segmentation.

When the semantic regions relevant to the task (e.g. hair) are aligned,

artifacts caused by transparency, reflection, or interaction of the

hair with the face, are less noticeable. This is illustrated in Fig. 9

which shows the artifacts that can occur when blending seman-

tically dissimilar pixels. The value of alignment can also be seen

in Fig. 3(d,g) in which the hair region of the identity image 3(b) is

aligned to the mask, and blending between two semantically similar

regions (e.g. the hair) is more likely to produce a plausible result

than attempting to blend between semantically dissimilar regions.

Previous methods of hair transfer based on GANs either use a

complex pipeline of conditional GAN generators in which each

condition module is specialized to represent, process, and convert

reference inputs with different visual attributes [Tan et al. 2020], or

make use of the latent space optimization with carefully designed

loss and gradient orthogonalization to explicitly disentangle hair

attributes [Saha et al. 2021]. While both of these methods show

very promising initial results, we found that they could be greatly

improved. For example, both of them need pretrained inpainting

networks to fill holes left over by misaligned hair masks, which

may lead to blurry artifacts and unnatural boundaries. We believe

that better results can be achieved without an auxiliary inpainting

network to fill the holes, as transitions between regions have higher

quality if they are synthesized by a single GAN. The previous meth-

ods do not make use of a semantic alignment step to merge semantic

regions from different reference images in latent space, e.g. to align

a hair region and a face region from different images.

The concepts of identity, shape, structure, and appearance were
introduced in Michigan [Tan et al. 2020] and then used by others

including LOHO [Saha et al. 2021] in order to describe different

aspects of hair. The terms lack a precise definition, however appear-
ance broadly refers to the fine details (such as hair color) whereas

structure refers to coarser features (such as the form of locks of hair).

The shape of the hair is the binary segmentation region, and the

identity of a head-image encompasses all the features one would

need to identify an individual. In this work, we propose Barbershop,

a novel optimization method for photo-realistic hairstyle transfer,

face swapping, and other composite image editing tasks applied to

faces. Our approach, as illustrated in Fig. 1, is capable of mixing

together these four components in order to accomplish a variety of

hair transfer tasks.

Our approach uses GAN-inversion to generate high-fidelity re-

constructions of reference images. We suggest a novel 𝐹𝑆 latent

space which provides coarse control of the spatial locations of fea-

tures via a structure tensor F, as well as fine control of global style
attributes via an appearance code 𝑆 . The elements of the novel space

are illustrated in Fig. 2. This latent space allows a trade-off between

a latent-code’s capacity to maintain the spatial locations of features

such as wrinkles and moles while also supporting latent code ma-

nipulation. We edit the codes to align reference images to target

feature locations. This semantic alignment step is a key extension

to existing GAN-embedding algorithms. It embeds images while

at the same time slightly altering them to conform to a different

segmentation mask. Then we find a blended latent code, by mixing

reference images in a new spatially-aware latent-space, rather than

compositing images in the spatial domain. The result is a latent code

of an image. By blending in the new latent space, we avoid many of

the artifacts of other image compositing approaches.

Our proposed approach is demonstrated in Fig. 1. We are able to

transfer only the shape of a region corresponding to the subject’s

hair (Fig. 1b). We influence the shape by altering the hair region in

a segmentation mask. We can also transfer the structure (Fig. 1c)

using the structure tensor, and the appearance (Fig. 1(d, f)) bymixing

appearance codes. Our approach also supports the use of different

reference images to be used for structure vs the appearance code as

shown in Fig. 1(g, h).

Our main contributions are:

• A novel latent space, called 𝐹𝑆 space, for representing images.

The new space is better at preserving details, and is more

capable of encoding spatial information.
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• A new GAN-embedding algorithm for aligned embedding.

Similar to previous work, the algorithm can embed an image

to be similar to an input image. In addition, the image is

slightly modified to conform to a new segmentation mask.

• A novel image compositing algorithm that can blend multiple

images encoded in our new latent space to yield a high quality

results.

• We achieve a significant improvement in hair transfer, with

our approach being preferred over existing state-of-the-art

approaches by over 95% of participants in a user study.

2 RELATED WORK
GAN-based Image Generation. Since their advent, GANs [Good-

fellow et al. 2014; Radford et al. 2015] have contributed to a surge

in high quality image generation research. Several state-of-the-art

GAN networks demonstrate significant improvements in the visual

quality and diversity of the samples. Some recent GANs such as

ProGAN [Karras et al. 2017], StyleGAN [Karras et al. 2018], and

StyleGAN2 [Karras et al. 2020b] show the ability of GANs to pro-

duce very highly detailed and high fidelity images that are almost

indistinguishable from real images. Especially in the domain of hu-

man faces, these GAN architectures are able to produce unmatched

quality and can then be applied to a downstream task such as im-

age manipulation [Abdal et al. 2019; Shen et al. 2020]. StyleGAN-

ada [Karras et al. 2020a] showed that a GAN can be trained on

limited data without compromising the generative ability of a GAN.

High quality image generation is also attributed to the availability

of high quality datasets like FFHQ [Karras et al. 2018], AFHQ [Choi

et al. 2020] and LSUN objects [Yu et al. 2015]. Such datasets provide

both sufficient quality and diversity to train GANs and have further

contributed to produce realistic applications. On the other hand,

BigGAN [Brock et al. 2018] can produce high quality samples using

complex datasets like ImageNet [Deng et al. 2009]. Some other no-

table methods for generative modeling include Variational Autoen-

coders (VAEs) [Kingma and Welling 2013], PixelCNNs [Salimans

et al. 2017], Normalizing Flows [Chen et al. 2018] and Transformer

based VAEs [Esser et al. 2020] also have some unique advantages.

However, in this work, we focus on StyleGAN2 trained on the FFHQ

dataset because it is considered state of the art for face image gen-

eration.

Embedding Images into the GAN Latent Space. In order to edit

real images, a given image needs to be projected into the GAN la-

tent space. There are broadly two different ways to project/embed

images into the latent space of a GAN. The first one is the optimiza-

tion based approach. Particularly for StyleGAN, I2S [Abdal et al.

2019] demonstrated high quality embeddings into the extended𝑊

space, called𝑊 + space, for real image editing. Several followup

works [Tewari et al. 2020b; Zhu et al. 2020c] show that the em-

beddings can be improved by including new regularizers for the

optimization. An Improved version of Image2StyleGAN (II2S) [Zhu

et al. 2020b] demonstrated that regularization in 𝑃 −𝑛𝑜𝑟𝑚 space can

lead to better embeddings and editing quality. It is also noted that

the research in these optimization based approaches with StyleGAN

lead to commercial software such as Adobe Photoshop’s Neural

Filters [Filters [n.d.]]. The second approach in this domain is to use

encoder based methods that train an encoder on the latent space.

Some notable works [Richardson et al. 2020; Tov et al. 2021] produce

high quality image embeddings that can be manipulated. In this

work, we propose several technical extensions to build on previous

work in image embedding.

Latent Space Manipulation for Image Editing. GAN interpretabil-

ity and GAN-based image manipulation has been of recent interest

to the GAN research community. There are broadly two spaces

where semantic manipulation of images is possible: the latent and

the activation space. Some notable works in the latent space ma-

nipulation domain try to understand the nature of the latent space

of the GAN to extract meaningful directions for edits. For instance,

GANspace [Härkönen et al. 2020] is able to extract linear directions

from the StyleGAN latent space (W space) in an unsupervised fash-

ion using Principal Component Analysis (PCA). Another notable

work, StyleRig [Tewari et al. 2020a] learns a mapping between a rig-

gable face model and the StyleGAN latent space. On the other hand,

studying the non-linear nature of the StyleGAN latent space, Style-

Flow [Abdal et al. 2020b] uses normalizing flows to model the latent

space of StyleGAN to produce various sequential edits. Another

approach StyleCLIP [Patashnik et al. 2021] uses text information

to manipulate the latent space. The other set of papers focus on

the layer activations [Bau et al. 2019, 2020] to produce fine-grained

local edits to an image generated by StyleGAN. Among them are

TileGAN [Frühstück et al. 2019], Image2StyleGAN++ [Abdal et al.

2020a], EditStyle [Collins et al. 2020] which try to manipulate the

activation maps directly to achieve a desired edit. Recently devel-

oped StyleSpace [Wu et al. 2020] studies the style parameters of the

channels to produce fine-grained edits. StylemapGAN [Kim et al.

2021] on the other hand converts the latent codes into spatial maps

that are interpretable and can be used for local editing of an image.

Conditional GANs. One of the main research areas enabling high

quality image manipulation is the work on conditional GANs

(CGANs) [Mirza and Osindero 2014]. One way to incorporate a

user’s input for manipulation of images is to condition the gener-

ation on another image. Such networks can be trained in either

paired [Park et al. 2019; Zhu et al. 2020a] or unpaired fashion [Zhu

et al. 2017a,b] using the cycle-consistency losses. One important

class of CGANs uses images as conditioning information. Meth-

ods such as pix2pix [Isola et al. 2017], BicycleGAN [Zhu et al.

2017b], pix2pixHD [Wang et al. 2018], SPADE [Park et al. 2019],

MaskGAN [Fedus et al. 2018], controllable person image synthe-

sis [Men et al. 2020], SEAN [Zhu et al. 2020a] and SofGAN [Chen

et al. 2020] are able to produce high quality images given the con-

dition. For instance, these networks can take a segmentation mask

as an input and can generate the images consistent with manip-

ulations done to the segmentation masks. Particularly on faces,

StarGANs1&2 [Choi et al. 2018, 2020] are able to modify multiple

attributes. Other notable works, FaceShop [Portenier et al. 2018],

Deep plastic surgery [Yang et al. 2020], Interactive hair and beard

synthesis [Olszewski et al. 2020] and SC-FEGAN [Jo and Park 2019]

can modify the images using the strokes or scribbles on the seman-

tic regions. For the hairstyle and appearance editing, we identified

two notable relevant works. MichiGAN [Tan et al. 2020] demon-

strated high quality hair editing using an inpainting network and
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mask-conditioned SPADE modules to draw new consistent hair.

LOHO [Saha et al. 2021] decomposes the hair into perceptual struc-

ture, appearance, and style attributes and uses latent space optimiza-

tion to infill missing hair structure details in latent space using the

StyleGAN2 generator. We compare with both these works quantita-

tively and qualitatively in Sec. 4.2.

𝑊 +∈ ℝ
18×512

⋯

⋯

𝐹 ∈ ℝ
32×32×512
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A
⋯

StyleGAN2 Generator
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Fig. 2. The relation between 𝐹𝑆 and𝑊 + latent space. The first𝑚 (for𝑚
=7) blocks of the𝑊 + code are replaced by the output of style block𝑚 to
form a structure tensor F, and the remaining parts of𝑊 + are used as an
appearance code S.

3 METHOD

3.1 Overview
We create composite images by selecting semantic regions (such as

hair, or facial features) from reference images and seamlessly blend-

ing them together. To this end, we employ automatic segmentation

of reference images and make use of a target semantic segmenta-

tion mask imageM. To perform our most important example edit,

hairstyle transfer, one can copy the hairstyle from one image, and

use another image for all other semantic categories. More generally,

a set of 𝐾 reference images, I𝑘 for 𝑘 = 1..𝐾 , are each aligned to the

target mask and then blended to form a novel image. The output of

our approach is a composite image, Iblend, in which the region of

semantic-category 𝑘 has the style of reference image I𝑘 . See Fig. 3
for an overview.

Our approach to image blending finds a latent code for the blended

image, which has the benefit of avoiding many of the traditional

artifacts of image blending, particularly at the boundaries of the

blended regions. In particular, we build on the StyleGAN2 archi-

tecture [Karras et al. 2020b] and extend the II2S [Zhu et al. 2020b]

embedding algorithm. The II2S algorithm uses the inputs of the 18

affine style blocks of StyleGAN2 as a single𝑊 + latent code. The

𝑊 + latent code allows the input of each block to vary separately,

but II2S is biased towards latent codes that have a higher probability

according to the StyleGAN2 training set. There is a potential to

suppress or reduce the prominence of less-common features in the

training data.

In order to increase the capacity of our embedding and capture

image details, we embed images using a latent code C = (F, S)
comprised of a structure tensor, F ∈ R32×32×512

which replaces the

output of the style block at layer𝑚 of the StyleGAN2 image synthesis

network, where𝑚 = 7 in our experiments, and an appearance code,
S ∈ R (18−𝑚)×512

that is used as input to the remaining style blocks.

The relationship of our latent code to the StyleGAN2 architecture

is illustrated in Fig. 2. This proposed extension of conventional

GAN embedding, which we call 𝐹𝑆 space, provides more degrees of

freedom to capture individual facial details such as moles. However,

it also requires a careful design of latent codemanipulations, because

it is easier to create artifacts.

Our approach includes the following major steps:

• Reference images I𝑘 are segmented and a target segmentation

is generated automatically, or optionally the target segmen-

tation is manually edited.

• Embed input reference images I𝑘 to find latent codes Crec

𝑘
=

(Frec
𝑘
, S𝑘 ),

• Find latent codes Calign

𝑘
= (Falign

𝑘
, S𝑘 ) that are embeddings of

images which match the target segmentation M while also

being similar to the input images I𝑘 .
• A combined structure tensor Fblend is formed by copying

region 𝑘 of Falign
𝑘

for each 𝑘 = 1...𝐾 .

• Blending weights for the appearance codes S𝑘 are found so

that the appearance code Sblend is a mixture of the appear-

ances of the aligned images. The mixture weights are found

using a novel masked-appearance loss function.

3.2 Initial Segmentation
The first step is to select reference images, (automatically) segment

them, and to select regions in the reference images that should be

copied to the target image. LetM𝑘 = Segment(I𝑘 ) indicate the seg-
mentation of reference image I𝑘 , where Segment is a segmentation

network such as BiSeNET [Yu et al. 2018]. The aim is to form a

composite image Iblend consistent with a target segmentation mask

M so that at locations (𝑥,𝑦) in the image where M(𝑥,𝑦) = 𝑘 , the
visual properties of Iblend will be transferred from reference images

I𝑘 . The target mask M is created automatically, however one can

also edit the segmentation mask manually to achieve more control

over the shapes of each semantic region of the output. Such editing

may, for example, be useful to translate and scale the regions in cases

where the original images are not in the same pose. In the domain

of cropped portrait images, images are coarsely aligned by placing

the face region in the center of the image. In this exposition, we will

focus our discussion on automatic processing (without editing). To

construct a target mask automatically, each pixelM(𝑥,𝑦) is set to
a value 𝑘 that satisfies the condition thatM𝑘 (𝑥,𝑦) = 𝑘 . To resolve

conflicts between segmentation masks (the condition M𝑘 (𝑥,𝑦) = 𝑘
is satisfied for two or more 𝑘), we assume that the values 𝑘 are sorted

according to priority, so that higher values of 𝑘 are composited over

lower values of 𝑘 .

A conflict would happen, for example, if a pixel is covered by skin
(label 1) in a reference image corresponding to the label skin, but
also covered by hair (label 13) in a reference image corresponding

to hair, and so the label for hair would be chosen. Some pixels may

not be covered by any of the segmentation masks (the condition

M𝑘 (𝑥,𝑦) = 𝑘 is not satisfied for any 𝑘). In this case, a portion of the

target mask will be in-painted using a heuristic method explained in
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Fig. 3. An overview of the method; (a) reference images for the face (top) and hair (bottom) features, (b) reconstructed images using the 𝐹𝑆 latent space, (c) a
target mask with hair region (magenta) from the hair image and all other regions from the face image, (d) alignment in𝑊 + space, (e) a close-up view of the
face (top) and hair (bottom) in𝑊 + space, (f) close-up views after details are transferred, (g) an entire image with details transferred, (h) the structure tensor is
transferred into the blended image but the appearance code is from Sface, and (i) the appearance code is optimized. The data flow through our process is
illustrated in the schematic at the bottom.

M3=3

M2=2

M1=1

M

M3

M2

M1

Fig. 4. Generating the target mask. In this example, 19 semantic regions
are relabeled to form four semantic categories including background. The
label used in the target maskM is the largest index 𝑘 such that M𝑘 = 𝑘 .

the supplementary materials. The process of automatically creating

a mask is illustrated in Fig. 4.

3.3 Embedding:
Before blending images, we first align each image to the target mask

M. This is important because the appearance of many features such

as hair, nose, eyes, and ears depend on the pose of the head as a

whole, which introduces a dependency between them. Our approach

to aligning the reference images has two parts:

(1) Reconstruction: A latent code Crec

𝑘
is found to reconstruct

the input image I𝑘 .
(2) Alignment: A nearby latent code Calign

𝑘
is found that min-

imizes the cross-entropy between the generated image and

the target mask M.

3.3.1 Reconstruction. Given an image I𝑘 we aim to find a code Crec

𝑘
so that𝐺 (Crec

𝑘
) reconstructs the image I𝑘 , where𝐺 is the StyleGAN2

image synthesis network. Our approach to finding a reconstruction

code Crec

𝑘
is to initialize it using II2S [Zhu et al. 2020b], which finds a

latent codewrec

𝑘
in the𝑊 + latent-space of StyleGAN2. The challenge

of any reconstruction algorithm is to find a meaningful trade-off

between reconstruction quality and suitability for editing or image

compositing. The𝑊 latent space of StyleGAN2 has only 512 compo-

nents. While it is expressive enough to capture generic details, such

as wrinkles, it is not possible to encode specific details of a particular

face (such as the precise locations of moles, wrinkles, or eyelashes).

The use of𝑊 + space and II2S improves the expressiveness of the

latent space, but it is still not sufficient for a faithful reconstruction.

One possible approach is noise embedding that leads to embed-

ded images with almost perfect reconstruction, but leads to strong

overfitting which manifests itself in image artifacts in downstream

editing and compositing tasks. Our idea is to embed into a new latent

space, called 𝐹𝑆 space, that provides better control than𝑊 + space

without the problems of noise embedding. Similarly to𝑊 + embed-

ding, we need to carefully design our compositing operation, so that

image artifacts do not manifest themselves. The difference between

reconstruction in𝑊 + vs 𝐹𝑆 space is shown in Fig. 5, illustrating that

key identifying features of a person (such as a facial mole) or im-

portant characteristics of a subject’s expression (hairstyle, furrows

in the brow) are captured in the new latent space.

We capture specific facial details by using a spatially correlated

signal as part of our latent code. We use the output of one of the

style-blocks of the generator as a spatially-correlated structure-tensor
F, which replaces the corresponding blocks of the𝑊 + latent. The

choice of a particular style block is a design decision, however each
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Fig. 5. Reconstruction results on different spaces; (top row) in𝑊 + space,
structure of the subject’s curly hair on the left of the image is lost, and a
wisp of hair on her forehead as well as her necklace is removed, but they
are preserved in 𝐹𝑆 space; (middle row) the hair and brow furrows details
are important to the expression of the subject, they are not preserved in
𝑊 + space but they are in 𝐹𝑆 space; (bottom row) the ground-truth image
has freckles, without noise optimization this is not captured in𝑊 + space
but it is preserved in 𝐹𝑆 space.

choice results in a different-sized latent code and in order to keep

the exposition concise our discussion will use style-block eight.

The resulting latent code has more capacity than the𝑊 + latent-

codes, and we use gradient descent initialized by a𝑊 + latent-code

in order to reconstruct each reference image. We form an initial

structure tensor Finit
𝑘

= 𝐺𝑚 (wrec

𝑘
), and the remaining (18 − 𝑚)

blocks of wrec

𝑘
are used to initialize the appearance code Sinit

𝑘
. Then

we set Crec

𝑘
to the nearest local minimum of

Crec

𝑘
= argmin

C
𝐿PIPS (C) + 𝐿F . (1)

where

𝐿F = ∥F − Finit
𝑘

∥2 (2)

The term 𝐿F in the loss function (2) encourages solutions in which

F remains similar to the activations of a𝑊 + code so that the result

remains close to the valid region of the StyleGAN2 latent space.

3.3.2 Alignment. We now have each reference image I𝑘 encoded as

a latent code Crec

𝑘
consisting of a tensor Frec

𝑘
and appearance code

S𝑘 . While Crec

𝑘
captures the appearance of the reference image I𝑘 ,

the details will not be aligned to the target segmentation. Therefore,

we find latent codes Calign

𝑘
that match the target segmentation, and

which are nearby Crec

𝑘
in latent space.

We find that directly optimizing Calign

𝑘
is challenging because

the details of Frec
𝑘

are spatially correlated. Instead we first search

for a𝑊 + latent code, walign
for the aligned image and then we

transfer details from Frec
𝑘

into Falign
𝑘

where it is safe to do so. Results

of aligning images to the target mask are shown in Fig. 3 and Fig. 9.

Our approach for finding a latent code is to compose the genera-

tor𝐺 with a semantic segmentation network Segment to construct

the differentiable function Segment ◦𝐺 , which is a differentiable

generator of semantic segmentations. Using GAN inversion (e.g.

II2S) on this new generator to minimize an appropriate loss such

as cross-entropy, it is possible to find a latent code walign
, so that

𝐺 (walign) is an image whose segmentation matches the target seg-

mentation. However, GAN inversion is ill-posed for segmentation

masks, as many images could produce the same semantic segmenta-

tion. We also aim to find an image that is also as similar as possible

to the original latent code of a reference image. We therefore exper-

imented with a combination of 𝐿2, 𝐿1, and style losses to preserve

the content of the reference images and found that only using the

style loss, produces the best results.

In order to preserve the style between an aligned image𝐺 (walign)
and the original image I𝑘 , we use a masked style-loss. The masked

loss described in LOHO [Saha et al. 2021] uses a static mask in order

to compute the gram matrix of feature activations only within a

specific region, whereas each step of gradient descent in our method

produces a new latent code, and leads to a new generated image

and segmentation. Therefore the mask used at each step is dynamic.

Following [Saha et al. 2021], we base the loss on the gram matrix

Kℓ (I) = 𝛾𝑇ℓ 𝛾ℓ , (3)

where 𝛾
ℓ
∈ R𝐻ℓ𝑊ℓ×𝐶ℓ

is a matrix formed by the activations of layer

ℓ of the VGG network. In addition, we define a region mask for

region 𝑘 of an image I as

𝜌𝑘 (I) = 1{Segment(I) = 𝑘}, (4)

where 1{·} is the indicator function, so 𝜌𝑘 is an indicator for the

region of an image that is of semantic category 𝑘 . Then the style

loss is the magnitude of the difference between the gram matrices

of the images generated by a latent code w and the target image I𝑘 ,
and it is evaluated only within semantic region 𝑘 of each image

𝐿𝑠 =
∑
ℓ

∥Kℓ (𝜌𝑘 (𝐺 (w)) ⊙ 𝐺 (w)) − Kℓ (𝜌𝑘 (I𝑘 ) ⊙ I𝑘 ))∥2, (5)

where the summation is over layers 𝑟𝑒𝑙𝑢1_2, 𝑟𝑒𝑙𝑢2_2, 𝑟𝑒𝑙𝑢3_3, and

𝑟𝑒𝑙𝑢4_3 of VGG-16, as was done in LOHO [Saha et al. 2021]. The

formulation 𝜌𝑘 (I𝑘 )⊙I𝑘 describes the masking of an image by setting

all pixels outside the semantic region 𝑘 to 0.

In order to find an aligned latent code, we use gradient descent

to minimize a loss function which combines the cross-entropy of

the segmented image, and the style loss

𝐿
align

(𝑊 ) = XEnt(M, Segment(𝐺 (𝑊 ))) + 𝜆𝑠𝐿𝑠 , (6)

where XEnt is the multi-class cross-entropy function.

We optimize only the portion of𝑊 + space that corresponds to

F during alignment because the goal is to construct Falign. We rely
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on early-stopping to keep the walign
latent code nearby the initial

reconstruction code wrec, and 𝜆𝑠 is set to the value recommended

by [Saha et al. 2021]. We stop at 100 iterations, but find that between

50 and 200 iterations produce qualitatively similar results.

3.3.3 Structure Transfer. Alignment using walign
produces plausi-

ble images but some details are changed as shown in Fig. 3(e) vs Fig.

3(f). In cropped portrait images, regions which overlap are often spa-

tially aligned, and so we transfer the structure of the reconstructed

images within those regions. Note that the target mask is not al-

ways perfectly aligned to regions in the reference images, due to

inpainting or, as shown in Fig.6, if the hair shape comes from a third

reference image. In order to transfer the structure and appearance

from image I𝑘 into F𝑘 , we use binary masks to define safe regions

to copy details,

𝛼𝑘 (𝑥,𝑦) = 1{M(𝑥,𝑦) = 𝑘}, (7)

𝛽𝑘 (𝑥,𝑦) = 1{M𝑘 (𝑥,𝑦) = 𝑘}, (8)

where 1{·} is the indicator function. Let 𝛼𝑘,ℓ denote 𝛼𝑘 downsam-

pled using bicubic-resampling to match the dimensions of the ac-

tivations in layer ℓ , noting that the resampled mask is no longer

binary. The mask 𝛽𝑘,ℓ is similarly defined. At layer 𝑚, the mask

𝛼𝑘,𝑚 · 𝛽𝑘,𝑚 is a soft region with membership values in the range

[0, 1] where it is safe to copy structure from the code Frec
𝑘

because

the semantic classes of the target and reference image are the same.

The mask (1 − 𝛼𝑘,𝑚 · 𝛽𝑘,𝑚) is a soft region where we must fall-back

to walign

𝑘
, which has less capacity to reconstruct detailed features.

These values are not restricted to binary values because they are

the result of bicubic downsampling. We use the structure-tensor

Falign
𝑘

= 𝛼𝑘,𝑚 · 𝛽𝑘,𝑚 · Frec
𝑘

+ (1 − 𝛼𝑘,𝑚 · 𝛽𝑘,𝑚) ·𝐺𝑚 (walign

𝑘
), (9)

where 𝐺𝑚 (walign

𝑘
) is the output of style-block𝑚 of the generator

applied to input walign

𝑘
. We now have an aligned latent representa-

tion Calign

𝑘
for each reference image 𝑘 . Next we can composite the

final image by blending the structure tensors Falign
𝑘

and appearance

codes S𝑘 as described in the next two subsections.

3.4 Structure Blending:
In order to create a blended image, we combine the structure tensor

elements of Calign

𝑘
using weights 𝛼𝑘,𝑚 to mix the structure tensors,

so

Fblend =

𝐾∑
𝑘=1

𝛼𝑘,𝑚 ⊙ Falign
𝑘

. (10)

The coarse structure of each reference image can be composited

simply by combining the regions of each structure tensor, however

mixing the appearance codes requires more care.

3.5 Appearance Blending
Our approach to image blending is to find a single style code Sblend,
which is a mixture of the 𝐾 different reference codes S𝑘 , 𝑘 = 1..𝐾 .

To find Sblend we optimize a masked version of the LPIPS distance

function as a loss. Following the notation of [Zhang et al. 2018], we

will describe a masked version of LPIPS that will be used to solve

for Sblend.
A complete motivation of LPIPS is beyond the scope of this work,

we refer the reader to [Zhang et al. 2018] and the lin version of 𝐿PIPS
for details. The focus of this section is to explain our modification,

which extends it to be used to compare 𝐾 different masked-images.

First, we include the formula for the original 𝐿PIPS function for

comparison. Let �VGGℓ indicate the activations of layer ℓ of con-

vnet (VGG) normalized across the channel-dimension as described

in [Zhang et al. 2018]. The shape of that tensor is𝑊ℓ , 𝐻ℓ , and it has

𝐶ℓ channels. To compare an image I to another image I𝑜

𝐿PIPS =
∑
ℓ

1

𝐻ℓ𝑊ℓ

∑
𝑖, 𝑗

∥𝑤pips

ℓ
⊙ Δℓ𝑖, 𝑗 (I, I𝑜 )∥

2
(11)

where

Δℓ𝑖, 𝑗 (I, I𝑜 ) = �VGGℓ𝑖, 𝑗 (I) − �VGGℓ𝑖, 𝑗 (I𝑜 )) (12)

and the vector 𝑤
pips

ℓ
is a learned vector of per-channel weights

associated with layer ℓ . Similar to [Zhang et al. 2018], we do not

use every layer of VGG and instead set ℓ to only the three layers

(conv1-conv3) of VGG.
A masked version of the loss uses the masks 𝛼𝑘,ℓ to compare a

region 𝑘 of an arbitrary image I with each of the 𝑘 corresponding

aligned images Î𝑘 = 𝐺 (Calign

𝑘
), so

𝐿
mask

=
∑
ℓ

1

𝐻ℓ𝑊ℓ

∑
𝑘𝑖 𝑗

(𝛼𝑘ℓ )𝑖 𝑗 ∥𝑤
pips

ℓ
⊙ Δℓ𝑖, 𝑗 (I, Î𝑘 )∥

2, (13)

where Δ is defined as above and 𝛼𝑘,ℓ is a mask which has been

resampled (bicubic) to match the dimensions of each layer.

When solving for Sblend, we want to constrain the latent-code

so that it stays within a region of latent space that contains the

aligned reference codes (S𝑘 ). Due to the ill-conditioned nature of

GAN inversion, an unconstrained solution will tend to overfit the

loss and find an appearance code that is arbitrarily far from any of

the inputs. A constrained solution restricts the set of possible latent-

codes to a small portion of the embedding space. Our approach is

to find a set of 𝑘 different blending weights𝑈 = {u𝑘 } so that each

u𝑘 is a vector in R (18−𝑚)×512
. The blended code Sblend satisfies

Sblend =
∑
𝑘

u𝑘 ⊙ S𝑘 (14)

and the weights satisfy the constraints∑
𝑘

u𝑘 = 1, u𝑘 ≥ 0 (15)

so that each element of Sblend is a convex combination of the cor-

responding elements in reference codes S𝑘 . We find Cblend
using

projected gradient descent [Landweber 1951] to minimize 𝐿
mask

with 𝐼 = 𝐺 (Cblend), and Cblend
itself is a function of𝑈 in equation

(14). We initialize 𝑈 so that the blended image would be a copy of

one of the reference images and solve for the values that minimize

𝐿
mask

subject to the constraints (15).
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3.6 Mixing Shape, Structure, And Appearance
We have presented an approach to create composite images using

a set of reference images I𝑘 in which we transfer the shape of a

region, the structure tensor information F𝑘 , and also the appearance
information S𝑘 . The LOHO [Saha et al. 2021] approach demonstrated

that different reference images can be used for each attribute (shape,

structure, and appearance) and our approach is capable of doing

the same. We simply use an additional set of images Iapp
𝑘

for the

appearance information, and we set S𝑘 using the last (18−𝑚) blocks
of the𝑊 + code that reconstructs Iapp

𝑘
instead of using the latent

code that reconstructs I𝑘 . The additional images Iapp
𝑘

do not need to

be aligned to the target mask. We show example of mixing shape,

structure, and appearance in Fig. 1(g,h). The larger structures of

the hair (locks of hair, curls) are transferred from the structure

reference, and the hair color and micro textures are transferred

from the appearance image.

4 RESULTS
In this section, we will show a quantitative and qualitative evalua-

tion of our method. We implemented our algorithm using PyTorch

and a single NVIDIA TITAN Xp graphics card. The process of find-

ing an II2S embedding takes 2 minutes per image on average, the

optimization in (1) takes 1 minute per image. The resulting codes

are saved and reused when creating composite images. For each

composite image, we solve equation (6) and then (13) to generate a

composite image in an average time of two minutes.

4.1 Dataset
We use a set of 120 high resolution (1024 × 1024) images from [Zhu

et al. 2020b]. From these images, 198 pairs of images were selected

for the hairstyle transfer experiments based on the variety of ap-

pearances and hair shape. Images are segmented and the target
segmentation masks are generated automatically.

4.2 Competing methods
We evaluate our method by comparing the following three algo-

rithms: MichiGAN [Tan et al. 2020], LOHO [Saha et al. 2021], and

our proposed method.

The authors of LOHO and MichiGAN provide public implementa-

tions, which we used in our comparison. However, MichiGAN uses a

proprietary inpainting module that the authors could not share. The

authors supported our comparison by providing some inpainting

results for selected images on request. LOHO also uses a pretrained

inpainting network. Based on our analysis, both methods can be

improved by using different inpainting networks as proposed in the

initial papers. We therefore replaced both inpainting networks by

the current state of the art CoModGAN [Zhao et al. 2021] trained on

the same dataset as LOHO. All hyperparameters and configuration

options were kept at their default values.

Our approach was used to reconstruct images using a fixed num-

ber of gradient descent iterations for each step. To solve for Crec

𝑘
in

equation (1) we used 400 iterations, to solve for Calign

𝑘
using (6) we

stopped after 100 iterations, and to solve for the blending weights 𝑢

using (13) we stopped after 600 iterations.

Table 1. A comparison of our method to different algorithms using estab-
lished metrics. Our method achieves the best scores in all metrics.

RMSE↓ PSNR↑ SSIM↑ VGG↓ LPIPS↓ FID↓
Baseline 0.07 23.53 0.83 0.76 0.20 43.99

LOHO 0.10 22.28 0.83 0.71 0.18 56.31

MichiGAN 0.06 26.51 0.88 0.48 0.12 26.82

Ours 0.03 29.91 0.90 0.38 0.06 21.21

Source code for our method will be made public after an
eventual publication of the paper at https://zpdesu.github.io/
Barbershop.

4.3 Comparison
4.3.1 User Study. We conducted a user study using Amazon’s Me-

chanical Turk to evaluate the hairstyle transfer task. For this task we

use the 19-category segmentation fromCelebAMask-HQ. A hairstyle
image was used as the reference for the the corresponding category

in CelebAMask-HQ, and an Identity image was used for all other

semantic categories. We generated composite images using our com-

plete approach and compared the results to LOHO [Saha et al. 2021]

and to MichiGAN [Tan et al. 2020]. Examples of the images gener-

ated using these methods are shown in Fig. 8. Users were presented

with each image in a random order (ours on the left and the other

method on the right, or with ours on the right and the other method

on the left). The reference images were also shown at 10% the size

of the synthesized images. The user interface allowed participants

to zoom in and inspect details of the image, and our instructions

encouraged them to do so. Each user was asked to indicate which

image combined the face of one image and the hair of another with

the highest quality, and fewest artifacts. On average, users spent

90 seconds comparing images before making a selection. We asked

396 participants to compare ours to LOHO, and our approach was

selected 378 times (95%) and LOHO was selected 18 times (5%). We

asked another 396 participants to compare against MichiGAN, and

the results were 381 (96%) ours vs 14 (4%) MichiGAN. The results in

both case are statistically significant.

4.3.2 Reconstruction Quality. In this work, we measure the recon-

struction quality of an embedding using various established metrics:

RMSE, PSNR, SSIM, VGG perceptual similarity [Simonyan and Zis-

serman 2014], LPIPS perceptual similarity, and the FID [Heusel et al.

2017] score between the input and embedded images. The results

are shown in Table 1.

4.4 Ablation Study
We present a qualitative ablation study of the proposed approach for

hairstyle transfer. Fig. 9 provides a visual comparison of the results

of hairstyle transfer. A baseline version of our approach does not

include the 𝐹𝑆 latent space and does not do image alignment and

is shown in Fig. 9 and is labeled ‘𝑊 + w/o Align’. It does solve for

interpolated blending weights to minimize the masked loss function

from equation (13), however a mixture of unaligned latent codes

does not always result in a plausible image. This is apparent when

we compare the references image to the synthesized images. With-

out alignment, disoccluded regions where the hair region shrinks
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Fig. 6. Hair style gallery showing different hairstyles applied to a person by varying the hair structure and appearance. Reference images for the hair
appearance are shown at the top of each column, Reference images for the hair structure and the target segmentation masks are shown to the left of each row.
Also note that in the last two rows, the hair shape is different from the hair shape of the structure reference images.

Fig. 7. Face swapping results achieved by our method. Each example shows smaller insets: a target segmentation mask (top left) with the source regions
indicated using cyan and magenta, an ’identity’ image (center left), corresponding to the cyan region which includes all regions except the ones being
transferred, a structure reference image (bottom left) and an appearance image (bottom right) each used to transfer the structure or appearance of the magenta
regions. The first row shows examples of eye and eyebrow transfer by varying the appearance reference images; the second row shows examples of eye,
eyebrows, nose, and mouth transfer; the third row shows examples transferring the entire facial region including skin.
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Fig. 8. Comparison of our framework with two state of the art methods: LOHO and MichiGAN. Our results show improved transitions between hair and other
regions, fewer disocclusion artifacts, and a better consistent handling of global aspects such as lighting.
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Fig. 9. A qualitative ablation study. We compare a baseline version that
blends latent codes without image alignment and using Finit

𝑘
, e.g. it uses a

𝑊 + code (first column), a version that uses fully optimized 𝐹𝑆 codes, e.g.
Frec
𝑘

, but no alignment (second column),𝑊 + latent codes with the alignment
step (third column), and our complete approach which uses both alignment
and the 𝐹𝑆 code. The reference images for the face, hairstyle, and the target
mask are shown top-to-bottom on the left of each row. This figure shows
that alignment ensures that each location has the same semantic meaning
(e.g. background), so that inpainting is unnecessary.

are not handled properly, and artifacts are visible near the boundary

of the hair region. The second column uses Frec
𝑘

rather than Falign
𝑘

when blending and so it captures more detail from the original im-

ages, however issues caused by lack of semantic alignment remain.

The third column of Fig. 9 includes alignment, but it does not use

𝐹𝑆 space. Without the additional capacity, the reconstructed images

are biased towards a generic face and hair images, with more sym-

metry and less expression, character, and identifying details than

the reference images. Overall, the qualitative examples show that

each successive modification to the proposed approach resulted in

higher quality composite images.

4.5 Qualitative Results
In this subsection, we discuss various qualitative results that can be

achieved using our method.

In Fig. 6 we show many examples of hair style transfer where the

structure, shape, and appearance of hair each come from different

sources; every row has the same shape and structure, every column

has the same appearance. This demonstrates that our framework can

generate a large variety of edits. Starting from an initial photograph,

a user can manipulate a semantic segmentation mask manually to

change semantic regions, copy segmented regions from reference

images, copy structure information for semantic regions from ref-

erence images, and copy appearance information from reference

images. In the figure, we show many results where the shape of

the hair, the structure of the hair, and the appearance of the hair is

copied from three difference reference images. Together with the

source image, that means that information from up to four images

contributes to one final blended result image.

In Fig. 7 we demonstrate that our framework can handle edits

to other semantic regions different from the hair. We show how

individual facial features such as eyes and eyebrows can be trans-

ferred from other reference images, how all facial regions can be

copied, and how all facial regions as well as the appearance can

be transferred from other source images. We can also attain high

quality results for such edits. We would like to remark that these

edits are generally easier to perform than hair transfer.

In Fig. 8 we show selected examples to illustrate why our method

is strongly preferred compared to the state of the art by users in the

user study. While previous methods give good results to this very

challenging problem, we can still achieve significant improvements

in multiple aspects. First, one can carefully investigate the transi-

tion regions between hair and either the background and the face

to see that previous work often creates hard transitions, too similar

to copy and pasting regions directly. Our method is able to better

make use of the knowledge encoded in GAN latent space to find

semantic transitions between images. Second, other methods can

easily create artifacts, due to misalignment in reference images. This

manifests itself for example in features, e.g. hair structure, being cut

off unnaturally at the hair boundary. Third, our method achieves

a better overall integration of global aspects such as lighting. The

mismatch in lighting also contributes to lower quality transitions

between hair regions and other regions in other methods. By con-

trast, other methods also have some advantages over our method.

Previous work is better in preserving some background pixels by

design. However, this inherently lowers the quality of the transition

regions. We only focus on hair editing for the comparison, because

it seems to be by far the most challenging task. This is due to the

possible disocclusion of background and face regions, the more chal-

lenging semantic blending of boundaries, and the consistency with

global aspects such as lighting. Overall, we believe that we propose

a significant improvement to the state of the art, as supported by

our user study. We also submit all images used in the user study as

supplementary materials to enable readers to inspect the quality of

our results.

4.6 Limitations
Our method also has multiple limitations. Even though we increased

the capacity of the latent space, it is difficult to reconstruct under-

represented features from the latent space such as jewelry indicated

in Fig.10(2,4). Second, issues such as occlusion can produce con-

fusing results. For example, thin wisps of hair which also partially

reveal the underlying face are difficult to capture in Fig. 10(3,5).
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Fig. 10. Failure modes of our approach; (1) misaligned segmentation masks
lead to implausible images; (2, 4) the GAN fails to reconstruct the face,
replacing lips with teeth or removing jewelry ; (3,5) overlapping translucent
or thin wisps of hair and face pose a challenge; (6) a region of the target
mask that is not covered by 𝛽𝑘 in the hair image is synthesized with a
different structure; (7) combining images taken from different perspectives
can produce anatomically unlikely results, the original shape of the head is
indicated in yellow.

Many details such as the hair structure in Fig. 10(7) are difficult to

preserve when aligning embeddings, and when the reference and

target segmentation masks do not overlap perfectly the method

may fall back to a smoother structure. Finally, while our method

is tolerant of some errors in the segmentation mask input, large

geometric distortions cannot be compensated. In Fig. 10(2,7) we

show two such examples.

These limitations could be addressed in future work by filtering-

out unmatched segmentation as was done by LOHO [Saha et al.

2021], or by geometrically aligning the segmentation masks before
attempting to transfer the hair shape using regularization to keep the

segmentation masks plausible and avoid issues such as Fig. 10(1,7).

The details of the structure tensor could be warped to match the

target segmentation to avoid issues such as Fig. 10(6). Issues of thin

or transparent occlusions are more challenging and may require

more capacity or less regularization when finding embeddings.

5 CONCLUSIONS
We introduced Barbershop, a novel framework for GAN-based im-

age editing. A user of our framework can interact with images

by manipulating segmentation masks and copying content from

different reference images. We presented several important novel

components. First, we proposed a new latent space that combines

the commonly used𝑊 + style code with a structure tensor. The

use of the structure tensor makes the latent code more spatially

aware and enables us to preserve more facial details during editing.

Second, we proposed a new GAN-embedding algorithm for aligned

embedding. Similar to previous work, the algorithm can embed an

image to be similar to an input image. In addition, the image can be

slightly modified to conform to a new segmentation mask. Third,

we propose a novel image compositing algorithm that can blend

multiple images encoded in our new latent space to yield a high

quality result. Our results show significant improvements over the

current state of the art. In a user study, our results are preferred

over 95 percent of the time.
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A INPAINTING MASKS
The segmentation masks of a pair of reference images will not

always completely cover the entire target segmentation mask. In

this case, there are some uncovered regions, indicated in white in

Fig. 11(a), that need to be in-painted in order to create a complete

target mask. In addition, the hair region is complicated in that some

portions of the hair belong behind the figure, and some portions of

hair should occlude the figure. An example of our approach both

without and with inpainting is shown in Fig. 13 - note that without

inpainting we labeled uncovered pixels as background which could

cause the background to show through the hair where it should

not (middle row). It is interesting to us that the alignment process,

which uses the StyleGAN W+ space as a prior, does not seem to

have the capacity to match the erroneous background regions in

the target masks near the subject’s forehead.

When dealing with hair transfer, it is useful to relabel the seg-

mentation masks using three labels of hair, background, and other,
where the last label includes the skin, eyes, nose, clothing, etc. We

create the following masks:Mbehind

hair
is a mask labeled as background

wherever both references were background, and labeled as hair
wherever the reference image for the hair was labeled as hair. The
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a b c d

Fig. 11. Mask inpainting. The semantic segmentations of two reference
images for hair and other are shown on the first row. The second row shows
(a) a composite mask without inpainting and disoccluded pixels shown in
white; (b) the hair region before inpainting, (c) the result of inpainting the
hair mask; (d) the result of filling-in disoccluded regions of (a) using the
mask from (c).

remaining pixels of Mbehind

hair
are unknown, and they may be por-

tions of hair that pass behind the subject. Therefore, we inpaint

Mbehind

hair
using the fast-marching method of [Telea 2004], which is

implemented by OpenCV. Next, we create a mask Mmiddle

other
using

the segmentation regions of the other reference image, except that

its original hair region is inpainted using the same exact approach.

Finally, we construct a mask M in three layers: we first initialize

the mask withMbehind

hair
, and then we transfer the labels other than

background fromMmiddle

other
, and finally we set any pixel that was hair

in the original reference image for hair to also have the label hair
in M so that we retain the bangs, or locks of hair which pass in

front of the face or shoulders. The heuristic approach we used is not

capable of generating segmentation masks for completely occluded

features (such as eyes or ears) that were covered by hair, however

GAN-based inpainting approaches for the masks themselves are a

subject of future work.

B SENSITIVITY TO POSE AND SPATIAL ALIGNMENT
The proposed approach works for cropped portrait images – these

images are always somewhat aligned, with a single dominant face

in the center and a frontal or three-quarters vies of a face. This is

both due to a preference for this by photographers, but also that the

datasets are collected by automatically cropping the images using a

facial alignment net such as DLIB or FAN [Bulat and Tzimiropoulos

2017]. The use of face and pose detection networks could allow one

to filter out incompatible reference-images and thus mitigate issues

with spatial alignment. We did not do this filtering in our user study,

so errors caused by misalignment were included in our evaluations.

It is therefore useful to understand how sensitive the proposed

approach is to changes in the spatial alignments of reference images.

In order to demonstrate the qualitative effect of our approach to

misalignment of the mask, we translated the hair region in Fig. 13

when generating the target mask.

C MANUALLY EDITING MASKS
The main focus of this paper is on completely automated hair trans-

fer, however it is possible to overcome many of the challenges and

limitations of an automatic approach if user edits are allowed. For

example, by allowing a very limited set of user interactions (drag-

ging, scaling, and flipping) of the hair region we can achieve results

shown in Fig. 14.

D COMPARISON TO CONCURRENT WORK
Concurrently with our work, StyleMapGan [Kim et al. 2021] is also

capable of doing face transfer. We compare against prior work on

this task in Fig. 7 We illustrate the differences between our results

and StyleMapGan qualitatively in Fig. 12, which demonstrates the

results of eyes and eyebrows (top row) and entire faced (bottom

row). We observe that our proposed solution is capable of preserving

the details of the composited parts.
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Fig. 12. Comparison with StyleMapGAN [Kim et al. 2021]. First row: examples of eye and eyebrow transfer; second row: examples of face swapping. Note that
ours successfully edits the portrait locally, while StyleMapGAN provides a completely different person.
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Fig. 13. Misalgin the target segmentation mask by shifting. First row: translate the target hair region without preprocessing the segmentation mask; Second
row: use the segmentation mask preprocessing step. Please note the artifacts between the hair and neck.
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Fig. 14. The second row shows the results of manually editing the target segmentation mask. The left portion of the figure shows an example where the hair
and the face could be aligned by flipping the hair segmentation mask. The right portion shows an example in which the regions could be better aligned by
translating them
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